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Las herramientas IA de desnudez no tienen cabida en ninguna sociedad que busque 
proteger a los niños. Nuestro mensaje es claro: esta funcionalidad no sirve para ningún 
propósito bueno y debería ser explícita y universalmente ilegal. La IA debe servir como 
aliada, no como amenaza, para los niños. Para lograr esta misión, pedimos una 
prohibición inmediata y global de las herramientas IA de desnudez.

Las herramientas IA de desnudez utilizan la IA para generar imágenes de desnudos a 
partir de imágenes con ropa. Aunque se comercializan principalmente para adultos, estas 
herramientas se utilizan a menudo de forma indebida para desnudar a personas sin su 
consentimiento y cada vez se utilizan más para producir imágenes ilegales de niños.  
Las empresas, los desarrolladores y las personas que las crean o distribuyen deben rendir 
cuentas y enfrentarse a consecuencias legales y penales. 

La tecnología que permite la creación de imágenes de desnudez e imágenes de abuso 
sexual infantil está teniendo un impacto insidioso en la vida de los niños de todo el 
mundo. Imágenes de niños y niñas, incluidos supervivientes de abusos sexual infantil, se 
manipulan para crear formas cada vez más extremas y abusivas. 

Los deepfakes están ahora estrechamente relacionados con la coacción sexual, la 
extorsión y el chantaje. La alarmante fácil disponibilidad de estas herramientas de IA 
implica que los abusadores ya no necesitan obtener imágenes íntimas de niños y niñas, 
sino que pueden crearlas artificialmente, a gran escala y con una eficiencia aterradora. 
Los agresores, incluidos los propios jóvenes, ya están monetizando estas imágenes, 
creando economía del abuso. 

Esta tecnología no es solo una herramienta, es un nuevo vector de explotación, que 
pone a las mujeres y los niños, especialmente a las niñas, en un riesgo sin precedentes.

No tienen cabida en ninguna sociedad que valore la seguridad y el bienestar de la 
infancia.

Esta declaración cuenta con el respaldo de 107 organizaciones, instituciones y 
expertos individuales.



En pos del pacto por la dignidad y la protección de los más jóvenes, hacemos 
un llamamiento a los gobiernos y legisladores para que aprueben y apliquen 
urgentemente, a más tardar en los próximos dos años, una normativa que prohíba las 
herramientas de desnudez y garantice que sean universalmente inaccesibles.

También hacemos un llamamiento a las instituciones, las empresas y los ciudadanos para 
que tomen medidas inmediatas con el fin de eliminar el uso de herramientas de desnudez, 
comprometiéndose a lo siguiente:

•	Reconocer el daño irreparable que las herramientas de desnudez infligen a las 
personas, permitiendo el abuso y la explotación indefendibles de las mujeres y los niños 
y niñas en particular. 

•	Reconocer el profundo daño social que causa esta funcionalidad, incluida la 
normalización de las imágenes explícitas y la violencia de género, así como la erosión 
de la confianza y la seguridad.

•	Exigir responsabilidad e innovación a las empresas tecnológicas, que se comprometan 
desarrollar diseños digitales seguros por defecto, aceleren el desarrollo y la entrega de 
protecciones eficaces y garanticen la transparencia.

Estamos fallando a los niños y a nosotros mismos si seguimos ignorando estos riesgos.  
Debemos actuar ahora. Debemos permanecer unidos. Debemos detener el abuso 
sexual facilitado por la Inteligencia Artificial antes de que se extienda aún más.

Hacemos un llamamiento a los gobiernos y legisladores a que establezcan una 
agenda urgente de acción para los próximos dos años:

En este plazo, todas las jurisdicciones deben:

•	Prohibir totalmente las herramientas de IA de desnudez. Prohibir el desarrollo, 
distribución, posesión y uso comercial de aplicaciones IA de desnudez y funcionalidades 
de desnudez de los sistemas de IA, con excepciones claras para el uso legítimo y 
salvaguardias para evitar la criminalización de los niños, niñas y víctimas. 

•	Establecer responsabilidad penal y civil. Hacer responsables a las empresas, sus 
propietarios, desarrolladores, plataformas y personas físicas por permitir o beneficiarse 
de la creación o circulación de imágenes nudificadas de menores.

•	Bloquear el acceso de manera universal. Exigir a las plataformas, app stores, servicios 
de almacenamiento y proveedores de servicios de Internet que impidan el acceso a las 
tecnologías IA de nudificación.

•	Garantizar programas de competencias digitales en las escuelas u otras instituciones 
para ciudadanos de todas las edades que incluyan orientación sobre los riesgos de las 
aplicaciones y herramientas IA de nudificación.

Nuestro llamamiento a las empresas tecnológicas, las plataformas y los 
desarrolladores

Con efecto inmediato, las empresas deben:

•	Implementar diseños digitales seguros por defecto. Garantizar que ningún producto, 
servicio o función capaz de generar deepfakes o materiales de desnudos artificiales 
pueda salir al mercado sin protecciones demostradas.



•	Detectar y bloquear contenido nudificado de niños. Implementar sistemas de 
detección transparentes, robustos y que preserven la privacidad, incluyendo hashing 
multiplataforma, salvaguardias integrados y escaneo proactivo de materiales ilegales.

•	Prohibir las herramientas IA de desnudez en todos sus ecosistemas. Prohibirlas en las 
app stores, servicios de almacenaje, plugins, APIs y las integraciones de terceros.

•	Acabar con la economía del abuso. Eliminar las vías de monetización, denunciar a los 
infractores y colaborar con los socios del sector para cortar flujos de pago.

•	Ofrecer transparencia. Publicar informes claros sobre las actividades de detección 
de materiales ilegales, la aplicación de la ley, las salvaguardias de los modelos IA y 
cualquier uso indebido relacionado con sus herramientas.

Nuestro llamamiento a las instituciones y a los ciudadanos

•	Reconocer el daño. Las herramientas IA de desnudez causan un daño grave y 
duradero a las víctimas, facilitando el abuso, la humillación y las violaciones en entornos 
digitales.

•	Comprender el coste social. Estas herramientas normalizan las imágenes explícitas, 
fomentan la desensibilización, alimentan la violencia de género y erosionan la confianza 
y la seguridad en todas las comunidades.

•	No tolerar su uso. Denunciarlas, condenarlas, (re)educar a los demás y ayudar a cerrar 
los espacios sociales y comerciales en los que prosperan.

•	Y, sobre todo, proteger a los niños de estas herramientas en todos los ámbitos, tanto 
profesionales como personales. Se necesita un pueblo para criar a un niño de forma 
segura.

Si te has visto afectado por una aplicación IA de desnudez: no estás solo.

1. Pide ayuda
•	Si te encuentras en peligro inmediato, llama a los números de emergencia locales (por 
ejemplo, 112 en la UE, 999 en el Reino Unido, 911 en los Estados Unidos) o a la policía.

•	Ponte en contacto con una línea de ayuda para niños o una línea de crisis; muchas están 
abiertas las 24 horas del día, los 7 días de la semana, y son gratuitas y confidenciales. Puedes 
encontrar tu línea de ayuda local o nacional en https://childhelplineinternational.org/
helplines/ o https://findahelpline.com/

•	 Si resides en Europa, también puedes obtener ayuda en los Centros para un Internet más 
seguro (SIC) coordinados por Insafe. Los SIC ofrecen líneas de asistencia telefónica, consejos 
para denunciar contenidos inapropiados y asesoramiento adaptado a los jóvenes sobre los 
peligros online, incluido imágenes y videos de abuso sexual infantil: https://better-internet-for-
kids.europa.eu/en/online-abuse-get-help-report

2. Denuncia
•	Si alguien ha generado una imagen desnuda tuya y eres menor de 18 años, puedes 
denunciarlo de forma anónima en tu línea de respuesta (hotline) local para que la eliminen. 
Encuéntrala en https://INHOPE.org. 

3. Cuéntaselo a alguien de confianza
•	Habla con un adulto con el que te sientas cómodo, ya sea uno de tus padres, un familiar, un 
profesor, un orientador escolar o un trabajador social. Ellos pueden ayudarte a mantenerte a 
salvo y acceder al apoyo que necesitas.

Tus derechos importan: tienes derecho a ser escuchado, a la privacidad, a la protección y a recibir apoyo 
sin culpa ni vergüenza. Aquí tienes algunos pasos que puedes dar ahora mismo:

https://childhelplineinternational.org/helplines/
https://childhelplineinternational.org/helplines/
https://findahelpline.com/
https://better-internet-for-kids.europa.eu/en/online-abuse-get-help-report
https://better-internet-for-kids.europa.eu/en/online-abuse-get-help-report
https://INHOPE.org


Lista completa de signatarios: 

Sociedad civil/Organización industrial

Instituciones públicas

•	City of Amsterdam

•	Communications Regulatory 
Authority of the Republic of Lithuania 
(RRT) - Švarus internetas

•	INTERPOL

•	Korea Communications Standards 
Commission (KCSC)

•	“National Rapporteur on Trafficking 
in Human Beings and Sexual Violence 
against Children (Netherlands)”

•	Office of the Children’s Advocate 
(OCA) Jamaica

•	SafeSpot (Línea de Ayuda Infantil de 
Jamaica)

•	State Agency for Child Protection of 
the Republic of Bulgaria

•	State Committee for Counteracting 
Sexual Abuse of Minors in Poland

•	ABS CBN Foundation (Filipinas)

•	Abuse Foundation

•	Action Against Child Sexual Abuse 
Initiative (ACSAI)

•	African Child Policy Forum (ACPF)

•	African Partnership to End Violence 
against Children

•	AIChildSafety

•	AMLakas

•	Arigatou International

•	Barnevakten (Noruega)

•	Barnens Rätt i Samhället (BRIS) 
(Suecia)

•	Brave Movement

•	Biztonsagosinternet.hu (Hungría)

•	Bitkom

•	Center for Missing and Exploited 
Children Croatia

•	Center for Missing and Exploited 
Children Serbia

•	Child Helpline Cambodia

•	Child Helpline International

•	Child Identity Protection

•	ChildFocus

•	ChildFund Alliance

•	ChildLight

•	Childline Trinidad & Tobago

•	COFACE Families Europe

•	Defence for Children – ECPAT 
Netherlands

•	ECPAT International

•	ECPAT Sweden

•	ECPAT Switzerland/Kinderschutz 
Schweiz

•	ECPAT Taiwan

•	e-Enfance France / 3018

•	Empowering Children Foundation 
(Polonia)

•	Eswatini

•	Eurochild

•	Fundación ANAR (España)

•	Fundación PAS

•	Fundacion Telefon pa Hubentud 
Aruba/ 131 Aruba

•	German Association for Voluntary 
Self-Regulation of Digital Media 
Service Providers (FSM)

•	Grooming Argentina

•	GSMA Mobile Alliance to Combat 
Digital Child Sexual Exploitation

•	Heat Initiative

•	Hintalovon

•	“Hope For Children” CRC Policy 
Center (Chipre)

•	Icelandic Red Cross Helpline 1717

•	International Centre for Missing & 
Exploited Children (ICMEC)



Signatarios individuales

•	INHOPE - Association of Internet 
Hotline Providers

•	Instituto de Apoio à Criança 
(Portugal)

•	International Center La Strada 
(Moldavia)

•	International Federation of 
Telephone Emergency Services 
(IFOTES)

•	International Forum for Solidarity - 
EMMAUS (Bosnia y Herzegovina)

•	International Justice Mission

•	International Policing and Public 
Protection Research Institute

•	Internet Watch Foundation

•	Irish Internet Hotline (Irlanda)

•	iSIGURT Albania

•	International Society for the 
Prevention of Child Abuse & Neglect 
(ISPCAN)

•	Jordan River Foundation

•	Kinderschutz Schweiz

•	Kindred Tech

•	Latvian Internet Centre

•	Linka detskej istoty (Línea de Ayuda 
Infantil de Eslovaquia)

•	Luminare Foundation

•	Mental Health Europe

•	Missing Children Europe

•	Mtoto News

•	NASK Dyżurnet.pl

•	National Runaway Safeline

•	National Center for Missing & 
Exploited Children (NCMEC)

•	NGO Magnolia (Centro para una 
Internet más segura en Ucrania)

•	National Society for the Prevention 
of Cruelty to Children (NSPCC)

•	Offlimits

•	Pathfinder Labs

•	Plan International

•	Point de Contact

•	Protect Children Finland

•	Red PaPaz (Colombia)

•	Safe Online

•	Safer Internet 4 Kids (Grecia)

•	Safernet Brazil

•	SAUTI-116 (Uganda)

•	Save the Children Finland

•	SEED Pakistan

•	Sexual Violence Research Initiative 
(SVI)

•	Spletno oko (Eslovenia)

•	Stop It Now

•	Supportline 179 and the Maltese 
Safer Internet Centre BeSmartOnline

•	Te Protejo México

•	Telefono Azzurro (Italia)

•	Terre des Hommes Netherlands

•	The Smile of the Child (Grecia)

•	Thorn

•	TOM Telefon (Eslovenia)

•	Turkish Women’s Associations 
Federation (TKDF)

•	Vaikų Linija (Línea de Ayuda Infantil 
Lituania)

•	Watoto Watch Network

•	WeProtect Global Alliance

•	YACAN Sierra Leone

•	Yourtown (Australia)

•	Dr Lorleen Farrugia, psicóloga social 
colegiada de la BPS

•	Philip D Jaffé, vicepresidente del 
Comité de los Derechos del Niño de las 
Naciones Unidas y presidente del consejo 
de administración de Child Helpline 
International


